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**Primitive permutation groups of degree $3p$**

by Peter M. Neumann.

This paper presents an analysis of primitive permutation groups of degree $3p$, where $p$ is a prime number, analogous to H. Wielandt's treatment (19) of groups of degree $2p$. It is also intended as an example of the systematic use of combinatorial methods as surveyed in §6 for distilling information about a permutation group from knowledge of the decomposition of its character. The work is organised into three parts. Part I contains the lesser half of the calculation, the determination of the decomposition of the permutation character. Part II contains a survey of the combinatorial methods and, based on these methods, the major part of the calculation. Part III ties up loose ends left earlier in the paper and gives a tabulation of detailed numerical results.
The paper was never published. It turned out that Leonard Scott and Olaf Tamaschke had done similar work at about the same time, and although there were plans for Peter and Leonard to collaborate, they never came to anything.
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In the 1960s, three streams previously separate began to converge, bringing different names, axioms, and techniques:

- In permutation group theory, the methods used by Schur and Wielandt on what are now called Schur rings were abstracted into combinatorial structures, largely by Donald Higman, who called them coherent configurations.
- In statistics, the underlying structures of partially balanced incomplete-block designs were abstracted into combinatorial structures, by R. C. Bose and his students, who called them association schemes.
- In the (then) Soviet Union, Boris Weisfeiler and his colleagues were attacking the graph isomorphism problem, and devised combinatorial structures which they called cellular rings.
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If all the matrices are symmetric, it is an association scheme. A cellular algebra was the same as a coherent configuration apart from a small difference. But the term “cellular algebra” has been used with a quite different meaning by Graham and Lehrer, so this term has dropped out of use.

I should stress that this definition can be given in terms of a colouring of the edges of the complete directed graph instead of matrices. Many combinatorial objects are special cases of coherent configurations. The definitions just given probably don’t conjure up a picture in your mind. So here is a special case.
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Peter Neumann’s aim was to prove a similar theorem for the case where $|\Omega| = 3p$, where $p$ is a prime greater than 3. Wielandt needed to do a lot of work decomposing the permutation character of his group, and then the combinatorial argument, though innovative, is fairly straightforward. For Neumann, on the other hand, the decomposition of the permutation character was easier, because of a theorem of Walter Feit proved in the meantime; but the combinatorial part is much more complicated, and the result too; there are three possible quadratic expressions for the prime $p$ as well as three sporadic values.
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At about this time, another pioneer, Charles Sims, was investigating permutation groups using graph theory, specifically results of Bill Tutte. Whereas Higman and Neumann considered the coherent configuration associated with a permutation group, which takes all orbital graphs together and uses numerical and algebraic information, Sims chose a particular graph and went more deeply into its structure. This led him to his celebrated conjecture, later proved, using the Classification of Finite Simple Groups (CFSG) by three of Peter’s students together with Gary Seitz.
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Since then, many parts of combinatorics, including designs, codes, and Latin squares, have been used in the study of permutation groups. In return, permutation group theory has contributed to several areas of combinatorics, including regular polytopes, fair games, and synchronizing automata. The two subjects are now close partners.
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As noted, Wielandt first showed that the permutation character decomposes into irreducible constituents of degrees 1, $p - 1$, and $p$. From general theory, these numbers are the multiplicities of the eigenvalues of the matrices in the corresponding coherent configuration (these are the identity and the adjacency matrices of a strongly regular graph and its complement). In the case $p = 5$, the strongly regular graph is the famous Petersen graph, which we met earlier.
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**Theorem**

Let $\Gamma$ be a strongly regular graph on $2n$ vertices, whose eigenvalues have multiplicities $1$, $n-1$ and $n$, for some natural number $n$. Then one of the following is true:

- $\Gamma$ or its complement is a disjoint union of $n$ edges;
- $\Gamma$ or its complement has the parameters found by Wielandt.

I am not sure who first noticed this. The proof is in my book with Jack van Lint. Note that in the second case, the Petersen graph and its complement are not the only examples; there are a number of further examples (the first pairs having $26$ vertices).
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\[ \text{THANK YOU} \]

\[ \ldots \text{ for your attention.} \]